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ABSTRACT
We study the problem of learning how to predict attribute-object
compositions from images, and its generalization to unseen compo-
sitions missing from the training data. To the best of our knowledge,
this is a first large-scale study of this problem, involving hundreds
of thousands of compositions. We train our framework with im-
ages from Instagram using hashtags as noisy weak supervision. We
make careful design choices for data collection and modeling, in
order to handle noisy annotations and unseen compositions. Finally,
extensive evaluations show that learning to compose classifiers out-
performs late fusion of individual attribute and object predictions,
especially in the case of unseen attribute-object pairs.
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1 INTRODUCTION
Attributes are interpretable visual qualities of objects, such as colors,
materials, patterns, shapes, sizes, etc. Their recognition from images
has been explored in computer vision, both as specific attributes for
faces [23, 31, 56], people [7, 57], and e-commerce products [3, 17],
as well as generic attributes for objects [10, 27] and scenes [26, 41].
Attributes have been used to facilitate visual content understanding
in applications such as image retrieval [24], product search [21],
zero-shot object recognition [1], image generation [11, 59], etc.

Compared to object classification, where annotating a single
dominant object per image is typically enough to train a robust
system, attribute prediction requires more complex annotations. An
object can often be described by ten or more prominent attributes
of different types. For example, a skirt could be red, blue, striped,
long, and ruffled. Other objects may share these same attributes, e.g.
a pair of pants might be striped, corduroy and blue, suggesting the
task of generalizing to new combinations (blue pants) from past
learnings (blue skirts). Attribute prediction has been under-explored
compared to object classification, and the complexity of obtaining
good attribute annotations is likely a factor. Most of the existing
labeled attribute datasets lack scale, cover only a narrow set of
objects, and are often only partially annotated.

In this work we focus on the problem of joint attribute-object
classification, i.e., learning to simultaneously predict not only the
objects in an image but also the attributes associated with them,
see Figure 1. This poses significant scientific and engineering chal-
lenges, mostly due to the large (quadratic) nature of the label space.
As an example, 1000 objects and 1000 attributes would already
lead to 1M attribute-object combinations. Generating annotations
for every combination is therefore impractical, if not infeasible.
In addition, some combinations are very rare, and we may not be
able to find any training sample for them, even if they may still
appear in the wild: they are unseen at training time but can still
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Figure 1: Example attribute-object compositions predicted
by our approach in the YFCC100m dataset [54].

arise at inference time in a real-world system. Most previous works
model attributes independently of objects, wishfully hoping that
the acquired knowledge about an attribute will transfer to a novel
category. This reduces the number of training images and annota-
tions required but sacrifices robustness. On the other hand, work on
joint visual modeling of attributes and objects, with analysis on the
generalization to unseen combinations, is practically nonexistent.

To address these challenges we propose an end-to-end, weakly-
supervised composition framework for attribute-object classifica-
tion. To obtain training data and annotations we build upon the
weakly-supervised work of Mahajan et al. [35], that uses Instagram
hashtags as object labels to train the models. However, curating
a set of hashtag adjectives is a challenging problem by itself, as,
unlike nouns, they are mostly non-visual. We propose an addi-
tional hashtag engineering step, in which attributes are selected
in a semi-automatic manner to fit the desired properties of visu-
alness, sharedness across objects, and interpretability. Our final
training dataset consists of 78𝑀 images spanning 7694 objects, 1237
attributes, and 280𝑘 compositions with at least 100 occurrences,
which is significantly larger than any attribute-based dataset in
number of images and categories.

We also propose a multi-head architecture with three output
classifier heads: (i) object classifiers; (ii) object-agnostic attribute
classifiers; and, (iii) attribute-object classifiers. Instead of explicitly
learning a linear classifier for every attribute-object fine-grain com-
bination – which has high requirements in terms of memory and
computation, and has limited generalization– and motivated by the
work of Misra et al. [37], we incorporate a module that composes
these classifiers by directly reasoning about them in the classifier
space. This composition module takes the object and attribute clas-
sifier weights from the network and learns how to compose them
into attribute-object classifiers. Crucially, this allows the model to
predict, at inference time, combinations not seen during training.
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We show that a vanilla implementation of the composition net-
work has performance and scalability issues when trained on our
noisy dataset with missing object and attribute labels. Hence, we
propose a set of crucial design changes to make the composition
network effective in our real-world setting. These choices include
a more suitable loss function that caters better to dataset noise and
a selection strategy to reduce the set of candidate attribute-object
combinations considered during training and inference.

Finally, we extensively evaluate our method at different data
scales by testing the performance on both seen and unseen compo-
sitions and show the benefits of explicitly learning compositional-
ity instead of using a late fusion of individual object and attribute
predictions. Additionally, to advocate the usage of the proposed
framework beyond weakly-supervised learning, we evaluate its
effects on our internal Marketplace dataset with cleaner labels.

2 RELATEDWORK
Object classification and weak supervision. Object classifica-
tion and convolutional neural networks attracted a lot of attention
after the success of Krizhevsky et al. [22]. Their success is mainly
due to the use of very large annotated datasets, e.g. ImageNet [44],
where the acquisition of the training data requires a costly process
of manual annotation. Training convolutional networks on a very
large set of weakly-supervised images by defining the proxy tasks
using the associated meta-data has shown additional benefits for
the image-classification task [8, 14, 20, 28, 35, 53, 55]. Some exam-
ples of proxy tasks are hashtag prediction [8, 14, 35, 55], search
query prediction [53], and word n-gram prediction [20, 28].

Our approach builds upon the work of Mahajan et al. [35] which
learns to predict hashtags on social media images, after a filtering
procedure that matches hashtags to noun synsets in WordNet [36].
We extend these noun synsets with adjective synsets corresponding
to visual attributes. Unlike object-related nouns, that are mostly
visual, most of the attributes selected in this a manner were non-
visual, and required us to apply an additional cleaning procedure.
Visual attribute classification.We follow the definition of visual
attributes by Duan et al. [9]: Attributes are visual concepts that
can be detected by machines, understood by humans, and shared
across categories. The mainstream approach to learn attributes is
very similar to the approach used to learn object classes: training a
convolutional neural network with discriminative classifiers and
carefully annotated image datasets [31, 33, 49, 52, 56]. Furthermore,
labeled attribute image datasets either lack the data scale [5, 19, 25,
27, 41, 42, 45, 62] common to the object datasets, contain a small
number of generic attributes [27, 45], and/or cover few specific
categories such as person [29, 48], faces [25, 31], clothes [5, 30, 60],
animals [27], scenes [41]. In this work, we explore learning diverse
attributes and objects from large-scale weakly-supervised datasets.
Composition classification. The basic idea of compositionality
is that new concepts can be constructed by combining the primi-
tive ones. This idea was previously explored in natural language
processing [2, 15, 38, 40, 50], and more recently in vision [4, 37,
39, 43, 46, 47, 61]. Compositionality in vision can be grouped into
following modeling paradigms: object-object (noun-noun) combina-
tions [43], object-action-object (noun-verb-noun) interactions [46,
61], attribute-object (adjective-noun) combinations [4, 37, 39], and

complex logical expressions of attributes and objects [6, 47]. In this
work, we focus on the attribute-object compositionality.

Prior work also focuses on the unseen compositions paradigm [4,
37, 39], where a part of the composition space is seen at the training
time, while new unseen compositions appear at inference, as well.
Towards that end, Chen and Grauman [4] employ tensor completion
to recover the latent factors for the 3D attribute-object tensor, and
use them to represent the unobserved classifier parameters. Misra et
al. [37] combine pre-trained linear classifier weights (vectors) into a
new compositional classifier, using a multilinear perceptron (MLP)
which is trained with seen compositions but shows generaliza-
tion abilities to unseen ones. Finally, Nagarajan and Grauman [39]
model attribute-object composition as an attribute-specific invert-
ible transformation (matrix) on object vectors.

Motivated by the idea fromMisra et al. [37], we combine attribute
and object classifier weights with an MLP to produce composition
classifiers. Unlike [37], we learn these constituent classifiers in a
joint end-to-end pipeline together with image features and compo-
sitional MLP network. As discussed during the introduction, further
design changes (e.g. changes in the loss and the composition selec-
tion) are also required in a large-scale, weakly-supervised setting.

3 MODELING
In this section we first describe the data collection process to create
our datasets. Then, we discuss the full pipeline architecture and
loss functions employed to jointly train it in an end-to-end fashion.
Finally, we describe our efficient inference procedure, which does
not require computing predictions for all the compositions.

3.1 Training and Evaluation Data
3.1.1 Instagram Datasets. We follow the data collection pipeline
of [35], extended for the purpose of collecting attribute hashtags
in addition to object hashtags. This simple procedure collects pub-
lic images from Instagram1 after matching their corresponding
hashtags to WordNet synsets [36]: (i) We select a set of hashtags
corresponding to noun synsets for the objects, and adjective synsets
for the attributes. (ii) To better fit the compositional classification
task, we download images that are tagged with at least one hashtag
from the object set and at least one hashtag from the attribute set.
(iii) Next, we apply a hashtag deduplication procedure [35], that
utilizes WordNet synsets [36] to merge multiple hashtags with the
same meaning into a single canonical form (e.g., #brownbear and
#ursusarctos are merged). In addition, for adjectives only, we
merge relative attributes into a single canonical form, as well, (e.g.,
#small, #smaller, #smallest). (iv) Finally, for each downloaded
image, each hashtag is replaced with its canonical form. The canoni-
cal hashtags for objects, attributes, and their pairwise compositions
are used as label sets for training and inference.
Attribute visualness, sharedness, and interpretability. Unlike
object (noun) classes, that are mostly visual, attribute (adjective)
classes are often non-visual and tend to be noisier. In addition to the
hashtag filtering applied in [35], we apply two automatic strategies

1https://www.instagram.com
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to clean them. These strategies are inspired by the attribute defini-
tion, i.e., we would like them to be recognizable by computer vision
(visualness), and they should be shared across objects (sharednesss).

We implement a similar strategy as in [3] to generate a visualness
score for each attribute: (i) We start by training linear classifiers
for all attributes on top of image features from [35]. (ii) We then
evaluate precision@5 for each attribute on a held out validation set,
and use it as a visualness score. Examples of attributes that have low
visualness score: #inspired, #talented, #firsthand, #atheist.

To evaluate attribute sharedness across objects, we analyse their
co-occurrence statistics. For a given attribute, sharedness score is
defined as the number of objects it occurs more than 100 times with,
weighted by the logarithm of inverse attribute frequency. These
scores are finally normalized to [0, 1] range, to be comparable with
visualness score. For example, #aerodynamic attribute has a high
visualness score, but occurs exclusively with #airplane category,
thus having a low sharedness score.

Finally, we rank attributes based on the product of their visu-
alness and sharedness score, and manually select those that are
interpretable by humans based on a small set of random images
associated with their respective hashtags. This is done to make
sure visual attributes are representing object features that a user
would use to express themselves in, for example, product search.
The filtering procedure is lightweight, as the head of the ranked list
already provides a very clean set of attributes. For reference, the
full list of adjective hashtags contains 10k entries, and only 1237
are selected to satisfy all three properties. By combining attributes
with the objects they describe, we create the following two datasets
of different scale, to be used in the experimental analysis.
IG-504-144. A dataset with 504 object and 144 attribute categories.
It contains 8904 attribute-object compositions with at least 100
occurrences. In order to evaluate the unseen scenario, we randomly
split the compositions with a 20/80% ratio, i.e., 1729 (20%) com-
positions are selected as unseen and 7175 (80%) as seen. We then
label all images that contain at least one of unseen compositions
as unseen, and the rest as seen. The train partition contains 2.5M
images selected from the seen image split only. The test partition
contains 740k images selected from both seen and unseen splits.
IG-8k-1k. A dataset with 7694 object and 1237 attribute categories.
It contains more than 280k attribute-object compositions with at
least 100 occurrences. In this case, we split the compositions with a
30/70% ratio, i.e., 83461 (30%) compositions are selected as unseen
and 196646 (70%) as seen. The train partition contains 78M images
images selected from the seen image split only. The test partition
contains 890k images selected from both seen and unseen splits.

This dataset is significantly larger than any other publicly avail-
able dataset containing attributes, both in the number of images
and class set size, while covering a wide variety of object categories.
Note that our train and test datasets are weakly-supervised, and
thus suffer from a considerable amount of noise.

3.1.2 Marketplace Dataset. To verify that our weakly-supervised
evaluation translates to the fully-supervised scenario, we also evalu-
ate our method on the internal Marketplace2 dataset. This dataset is

2https://www.facebook.com/marketplace

smaller in scale than our largest Instagram dataset, but the test data
is collected in a fully-supervised setting with human supervision.

We leverage the Marketplace C2C (customer-to-customer) image
dataset, which contains public images uploaded by users on the
platform for selling their product items to other users. We follow
a two-level taxonomy where the first level describes the attribute
types (color, pattern, embellishments, etc) and the leaf level describes
the attribute values (red, blue, polka dot, fringe, etc). This dataset
contains 6M train and 238k test images spanning across 992 product
categories, 22 attribute types, 672 attribute values, and 39k com-
positions. We collected annotations across 4 commerce verticals
(Clothing, Accessories, Motors and Home & Garden).

We manually annotated around 2M images to construct our seed
training dataset. We then augmented our training dataset by run-
ning an existing model to mine more positive annotations from
millions of unlabeled C2C images and added around 4M more im-
ages to our existing training set, making it 6M in total. All images
in the test set were manually annotated by human raters and do
not contain any model generated annotations. We carefully sam-
pled images across all geographies to reduce cultural bias in cate-
gories like clothing. We also tried to reduce the attribute-attribute
co-occurrence bias during the image sampling. For instance, we
observed that camouflage pants mostly occurred with green pants.
Finally, we randomly selected 50% of the compositions as unseen
and remove the corresponding images from the training set.

3.2 Pipeline Architecture
Our CompNet pipeline consists of a convolutional neural network
feature generator, followed by three heads, one for each task: ob-
ject, attribute, and composition classification. An overview of the
pipeline is depicted in Figure 2. Object and attribute heads are both
single fully-connected layers, trained on their respective hashtag
sets, i.e., objects and attributes. The score of the attributes (𝑠𝑎) and
objects (𝑠𝑏 ) is computed as the dot product between the image
features and the linear classifiers.
Composition head. We adopt the approach of Misra et al. [37] to
compose complex visual classifiers from two classifiers of different
types (attribute and object). For example, given the classifierweights
of attribute #red and object #car, this method outputs classifier
weights for their composition #red_car (cf. Figure 2.)

Let𝒘𝑎 and𝒘𝑜 denote the 𝐷-dimensional linear classifier vectors
for attribute 𝑎 and object 𝑜 , that are applied to the 𝐷-dimensional
image features𝜙 (𝐼 ) extracted from a Convolutional Neural Network
(CNN) 3. Next, let us denote set of all attributes asA, and all objects
as O. Attribute-object pairs are composed into the composition 𝑎𝑜 ,
or more precisely, their classifier vectors𝒘𝑎 and𝒘𝑜 are composed
into the composition classifier vector 𝒘𝑎𝑜 of the same size. The
composition is performed by feeding a concatenated pair of vectors
(𝒘𝑎,𝒘𝑜 ) into the multi-layer perceptron (MLP) that outputs a vector
𝒘𝑎𝑜 . Formally, for each 𝑎 ∈ A and each 𝑜 ∈ O, the classifier for
composition 𝑎𝑜 is computed as

𝒘𝑎𝑜 = C (𝒘𝑎,𝒘𝑜 ), (1)

3In our implementation we also have a bias term in the classifier, which we omit from
the text for better readability. To integrate it we augment the𝒘 classifiers with the bias
term and the feature 𝜙 (𝐼 ) with a bias multiplier (set to 1) as an additional dimension.

https://www.facebook.com/marketplace
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(i) object head

(ii) attribute head
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Figure 2: CompNet: Our proposed architecture with three output streams: (i) object predictions; (ii) object-agnostic attribute
predictions; and, (iii) attribute-object composition predictions. Composition head takes individual object and attribute classi-
fier weights as inputs and produces a composition classifier for each pair, which is then applied to image features.

where C is a composition function parameterized with an MLP and
learned from our training data. Finally,𝒘𝑎𝑜 is applied on the image
feature 𝜙 (𝐼 ),

𝑠𝑎𝑜 = 𝒘𝑎𝑜 · 𝜙 (𝐼 ), (2)
where · denotes the dot-product and 𝑠𝑎𝑜 is the attribute-object logit.

We now discuss howwe diverge fromMisra et al. [37], by propos-
ing a novel composition loss function better suited for the weakly-
supervised scenario (see Section 3.3), and the strategy for efficient
inference in large attribute-object spaces (see Section 3.4).

3.3 Loss Functions
Our pipeline unifies three tasks into a single architecture: object,
attribute, and composition classification. The final loss is a weighted
sum of loss functions for each task:

𝐿(𝐼 , 𝑦𝑎, 𝑦𝑜 ;𝜙,𝒘𝑎,𝒘𝑜 ,C ) = _𝑎𝐿𝑎 (𝑠𝑎, 𝑦𝑎) + _𝑜𝐿𝑜 (𝑠𝑜 , 𝑦𝑜 ) +
+ _𝑎𝑜𝐿𝑎𝑜 (𝑠𝑎𝑜 , 𝑦𝑎 ∧ 𝑦𝑜 ) , (3)

where 𝑦𝑎 and 𝑦𝑜 are attribute and object labels, respectively.

3.3.1 Object and attribute loss. For the object and attribute loss
functions (𝐿𝑜 and𝐿𝑎 , respectively) we use the standard cross-entropy
loss [12] adjusted for the multi-label scenario [35], after applying
softmax to the output. The multi-label adjustment is needed be-
cause images often contain multiple object and attribute hashtags.
Each positive target is set to be 1/𝑘 , where 𝑘 ≥ 1 corresponds to
the number of hashtags from that specific task (object or attribute).

3.3.2 Composition loss. In [37], the authors propose to use the
binary cross-entropy loss, after applying a sigmoid on the logit
output from (2), in order to get a probability score:

𝑝𝑎𝑜 = sigmoid(𝑠𝑎𝑜 ),
𝐿𝑎𝑜 = 𝑦𝑎𝑜 log(𝑝𝑎𝑜 ) + (1 − 𝑦𝑎𝑜 ) log(1 − 𝑝𝑎𝑜 ), (4)

where the label 𝑦𝑎𝑜 is 1 only if the image has the composition 𝑎𝑜

present, i.e. 𝑦𝑎 = 1 ∧ 𝑦𝑜 = 1. Unfortunately, in our experiments,
we obtained results that are significantly worse than a simple Soft-
max Product baseline (discussed in Section 4). We believe this is
due to training with incomplete noisy annotation, consisting of

weak positive labels and no negative ones. These findings coincide
with observations in other weakly-supervised approaches exploring
binary cross-entropy [20, 35, 53].

However, naively applying a softmax on all compositions, as
we did for the individual objects and attributes, is prohibitively
expensive, as we have millions of compositions in our larger train-
ing dataset, or hundreds of thousands if we consider only those
that have at least 100 occurrences. The computation cost is not
only in back-propagating the loss across all compositions, but also
due to the computation of composition classifiers. Instead, we rely
on an efficient softmax approximation. Contrary to previous ap-
proximations, that e.g. simply update the classes present in the
training batch [20], we leverage the scores of the individual object
and attribute scores to construct the set of hard negative classes.
Hard negative composition classes. Let us define probability
of attribute 𝑎 as 𝑝𝑎 , and of object 𝑜 as 𝑝𝑜 , which we obtain as
the softmax output of individual object and attribute heads of the
pipeline. Additionally, let us define a set of compositions present in
the training set (seen only) as Cseen. For each image, we find a set
of 𝑘 negatives N to be used in softmax computation,

N = arg kmax
𝑎′𝑜′∈Cseen\{𝑎𝑜∈𝐼 }

(𝑝𝑎′𝑝𝑜′), (5)

where {𝑎𝑜 ∈ 𝐼 } represent all the positive compositions for the
image, computed as the Cartesian product of the positive object
and positive attributes.

In other words, hard negatives are chosen for each image based
on the individual softmax probability product, which is an approxi-
mation of the joint attribute and object probability. Next, we com-
pute the composition classifiers for each positive 𝑎𝑜 and the set of
negatives N , and get the logit scores after applying them to the
image features, respectively 𝑠𝑎𝑜 and SN

𝑎𝑜 .
The approximate softmax joint attribute-object probability for a

composition 𝑎𝑜 is now:

𝑝𝑎𝑜 = softmax𝑎𝑜
(
{𝑠𝑎𝑜 } ∪ SN

𝑎𝑜

)
, (6)

where softmax𝑎𝑜 denotes the value associated with 𝑎𝑜 in the soft-
max vector. Note that, in a naive approximation of the softmax, one
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𝑝!" = softmax!"( ⋃ { } )

𝑝!"! = 𝑝! softmax!"( ⋃ { } )

𝑝!"" = 𝑝" softmax!"( ⋃ { } )o

a

𝑝! = softmax! {𝑠!" 𝑎′ ∈ 𝒜})
𝑝# = softmax# {𝑠#" 𝑜" ∈ 𝒪})

- positive composition 𝑎𝑜

- hard negative compositions 𝒩
- compositions not present in the train data

- hard negative compositions, given object
- hard negative compositions, given attribute

𝐿!" = −(log 𝑝!" + log 𝑝!"! + log 𝑝!"" )

Figure 3: Illustration of our proposed composition loss. Joint
attribute-object probability is approximated using hard neg-
atives of the entire composition space, and through condi-
tional probabilities, i.e., by fixing attribute and object class.

would use entire space of compositions C to select hard negatives,
instead of only using seen ones Cseen as in (5). Given that the ma-
jority of the compositions are actually not present in the training
data, the unseen ones are often selected as negatives (never as pos-
itives). We observe drastically worsened performance on unseen
compositions in that case, see ablation in Section 4.2 for details.
Conditional probability term.When searching for hard negative
compositions in the weakly-supervised setup, false negatives are
often selected. To alleviate this, we additionally use the conditional
rule to approximate the joint probability. As an example, if the
positive composition is #red_dress, there is a high probability
that other #red objects are negative examples for that image (e.g.,
#red_car and #red_chair), so we compute the joint attribute-
object probability through the conditional probability of the object
given attribute. Formally:

𝑝𝑎𝑎𝑜 = 𝑝𝑎softmax𝑎𝑜
({
𝑠𝑎′𝑜′ | 𝑎′ = 𝑎 ∧ 𝑜 ′ ∈ O

})
. (7)

Similarly, we can compute 𝑝𝑜𝑎𝑜 through conditional probability of
the attribute given object.

The final composition loss now becomes

𝐿𝑎𝑜 = −
(
log(𝑝𝑎𝑜 ) + log(𝑝𝑎𝑎𝑜 ) + log(𝑝𝑜𝑎𝑜 )

)
. (8)

A simplified illustration of this procedure is depicted in Figure 3.
It is worth mentioning that there is often more than one posi-

tive composition per image. In fact, each pairwise combination of
positive object and attribute hashtags is assumed to be a positive
composition. We additionally use a multi-label version of the loss
by weighting each positive label contribution to the loss with 1/𝑘 ,
where 𝑘 ≥ 1 is the number of all pairwise combinations of attribute-
object hashtags present in the image. A step-by-step procedure for
the loss computation is summarized in Algorithm 1.

3.4 Inference
Outputting all possible composition scores for each image is com-
putationally expensive, even at inference. In [37] scores are com-
puted only for a predefined set of unseen compositions. Practically,
this is unrealistic, as we do not have an oracle to decide which
compositions will be useful at inference. More realistically, in [39]
scores are computed for a larger predefined set of seen and unseen
compositions. However, that still leaves out the majority of compo-
sitions, which simplifies inference, and diverges from realistically
deployed system. In our setup, we do not assume any predefined

Algorithm 1: CompNet loss computation.
input:

– batch of images 𝐵
– feature generator 𝜙
– object classifiers

{
𝒘 ′
𝑜 | 𝑜 ′ ∈ O

}
– attribute classifiers

{
𝒘 ′
𝑎 | 𝑎′ ∈ A

}
– composition MLP network C
– object and attribute #hashtags

for each image 𝐼 in 𝐵 do
– compute loss for object and attribute head (Sec. 3.3.1)
// we use 𝑝𝑎 and 𝑝𝑜 from prev. step for the following
– select hard negative compositions (Eq. 5)
– compute approx. composition probability 𝑝𝑎𝑜 (Eq. 6)
– compute approx. comp. probability 𝑝𝑎𝑎𝑜 and 𝑝𝑜𝑎𝑜 (Eq. 7)
– compute composition loss using 𝑝𝑎𝑜 , 𝑝𝑎𝑎𝑜 , 𝑝𝑜𝑎𝑜 (Eq. 8)
– final loss is a weighted sum of three losses (Eq. 3)

end

set of compositions and propose a simple inference strategy: com-
pute composition scores on a shortlist, consisting of every pairwise
combination of top-𝑘𝑎 attributes and top-𝑘𝑜 objects predicted by
attribute and object classifiers individually. Thus, the final composi-
tion logit output will have 𝑘𝑎 × 𝑘𝑜 entries, and the probabilities are
computed by applying a softmax on these logits. If the composition
being evaluated is not present in this shortlist, its probability is
considered as 0 for the performance computation.

4 EXPERIMENTS
In this section we discuss implementation details, study different
components of our method, and compare to the baselines.

4.1 Training and evaluation setup
Composition head details. The function C is parametrized as a
feed-forwardmulti-layer perceptron (MLP)with 2 hidden layers and
a dropout [51] rate of 0.3. Following [37], we use leaky ReLU [34]
with coefficient 𝑎 = 0.1. The input to the MLP is a 2𝐷 dimensional
vector constructed by concatenation of the attribute and object
classifiers. Both hidden layers are 𝐷 dimensional and the final
output is a 𝐷 dimensional attribute-object classifier.
Instagram details. We use a ResNeXt-101 32×4 [58] network
trained from scratch by synchronous stochastic gradient descent
(SGD). The final hyper-parameters are detailed in Table 1, and used
throughout the experiments unless explicitly stated. Training on IG-
8k-1k 78M images for 60 epochs took ∼15 days. Object and attribute
tasks are evaluated using precision@1 (P@1), i.e., the percentage of
images for which the top-scoring prediction is correct. Attribute-
object pairs are evaluated using mean average precision (mAP), i.e.,
for each composition, rank all images and compute average pre-
cision, averaged across seen (S) and unseen (U) composition splits
separately. We would like to point out that unlike many previous
approaches, we do not have separate test data for seen and unseen
compositions. This makes the unseen evaluation more challenging
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Table 1: Training implementation details. GPUs: total number of GPUs across machines with 8 GPUs per machine; Batch:
total batch size, each GPU processes 32 images at a time and batch normalization (BN) [18] statistics are computed on these
32 image sets; Warm-up: to set the learning rate, we follow the linear scaling rule with gradual warm-up [13] during the first
X% of training iterations; LR init: learning rate initialization, this number is additionally multiplied with the total batch size.

Dataset GPUs Batch Epochs Warm-up LR init LR schedule [_𝑎, _𝑜 , _𝑎𝑜 ] |N | top-𝑘𝑎×𝑘𝑜
IG-8k-1k 128 4096 40 5% linear 0.1/256 ×0.5 in 10 steps [1, 1, 1] 10000 100×100
IG-504-144 128 4096 60 5% linear 0.1/256 ×0.5 in 10 steps [1, 1, 1] 5000 50×50
Marketplace 128 4096 32 12.5% linear 0.001/256 cosine [32] [1, 1, 10] all seen 100×100
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Figure 4: Composing classifiers for Marketplace. Each at-
tribute type is composed with objects separately to generate
22 attribute-object heads with different attribute types.

Table 2: Model study of our proposed CompNetmethod. Per-
formance is reported as mAP averaged over seen (S) and un-
seen (U) composition classes from IG-504-144.

CompNet IG-504-144
S U

(i) vanilla softmax approximation 18.6 5.3
(ii) remove unseen from hard negatives 19.1 10.3
(iii) add conditional probability terms 19.3 11.2

since training is biased towards seen attribute-object pairs. How-
ever, this mimicks the realistic deployment scenario where we can
not distinguish between the seen and unseen attribute-object pairs.
Marketplace details. We build on top of a previous system that
was trained on our internal Marketplace attributes dataset. The
trunk of the pipeline is a ResNet-50 [16] pre-trained on hashtags
following [35]. Attributes are split into 22 types, and a separate
head is trained for each type. We extend the pipeline by adding
an object category head with the 992 products, and combine it
with each of the 22 attribute heads to create 22 composition heads,
all of them sharing their weights, see Figure 4. The final hyper-
parameters are detailed in Table 1. Due to the multi-head nature
of attributes for this dataset, hard-negatives are selected for each
attribute type separately. Object performance is evaluated using
P@1, while attribute and composition performance using mAP.

4.2 Model study
To understand the effect of different design choices we experiment
on the IG-504-144 dataset. Table 2 shows the performance of our

proposed composition approach, quantifying the benefits of our
proposed modifications to the loss function. Row (i) shows the
results with vanilla softmax approximation where we do not re-
move unseen compositions from the hard negatives and remove
conditional probability terms (cf. Section 3.3.2). The model learns
to output low scores for unseen compositions, as it only uses them
as negatives at training. In row (ii) we remove such compositions
from the hard negatives (Eq. (5)) and observe a significant improve-
ment in the performance of unseen attribute-object pairs (5.3 vs.
10.3). Finally, in row (iii) we add the conditional terms back (Eq. 8)
and observe a further improvement of 0.9 mAP. Note that for the
seen attribute-object pairs our design choices achieve a moderate
improvement of 0.7 mAP (18.6 vs.19.3) compared to the 5.9 mAP
improvement (5.3 vs. 11.2) for the unseen ones.

We evaluate the robustness of our pipeline to the choice of top-𝑘
hard negatives (Eq. 5) during training, and to the choice of output
size top-𝑘𝑎×𝑘𝑜 (Section 3.4) during inference. Results are presented
in Table 3 for unseen compositions. First let us consider each row.
We observe that performance is robust to the number of hard neg-
atives during training. There is less than 0.15 mAP degradation
when we increase the hard negatives from 900 to using all seen com-
positions. Now let us consider each column where we increase the
number of compositions evaluated during inference. We observe an
improvement of around 0.9 mAP from top-30×30 to top-100×100.
This indicates that performance is more sensitive to the number
of compositions during inference and signifies trade-off between
performance and deployment constraints like storage and latency.

Table 3: Effect of the number of hard negatives for training
(Train top-𝑘), and the number of compositions selected for
inference (Test top-𝑘𝑎×𝑘𝑜 ) for unseen classes (mAP metric)
on IG-504-144 dataset.

Test top-𝑘𝑎×𝑘𝑜 Train top-𝑘
900 2500 5000 ALL

𝑘𝑎 = 30; 𝑘𝑜 = 30 9.70 9.82 9.84 9.84
𝑘𝑎 = 50; 𝑘𝑜 = 50 10.15 10.27 10.28 10.29
𝑘𝑎 = 100; 𝑘𝑜 = 100 10.63 10.74 10.73 10.76

4.3 Comparison with baselines
Baselines. First, let us describe two simple baselines that are trained
on the same data as our approach.
Composition FC. Instead of our composition head, we use a fully-
connected (FC) layer to learn attribute-object classifiers directly.
Note that only compositions observed at training can be learned
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Table 4: Performance evaluation via precision@1 of the ob-
ject and attribute heads on Instagram datasets.

Method IG-504-144 IG-8k-1k
Obj. Attr. Obj. Attr.

Composition FC 70.9 29.9 – –
Softmax Product 70.4 29.9 38.6 31.4
CompNet 71.0 30.0 38.9 31.7

Table 5: Performance evaluation of the composition head on
Instagram datasets. Performance is reported as mAP aver-
aged over seen (S) and unseen (U) composition splits.

Method IG-504-144 IG-8k-1k
S U S U

Composition FC 19.6 – – –
Softmax Product 18.2 7.2 27.6 24.9
CompNet 19.3 11.2 29.7 28.8

using this approach. Hence, it is impossible to evaluate it on the
unseen set. However, this method is still useful as an upper bound
for composing classifiers on the seen attribute-object pairs. We only
learn it on the smaller IG-504-144 dataset, where the number of
compositions available at training is feasible.
Softmax Product. In this baseline, the composition head is removed
from the pipeline, and a late fusion of individual attribute and
object scores is performed. More precisely, joint attribute-object
probability is estimated as a product of softmax probabilities from
the attribute and object head of the system, i.e., 𝑝𝑎𝑜 = 𝑝𝑎𝑝𝑜 .
Instagram Datasets.We compare CompNet pipeline against the
baselines on Instagram datasets. There is a small but consistent
performance improvement on standard object and attribute tasks,
see Table 4. We attribute this to the fact that our composition head
also benefits the image representation that is being trained jointly.

Table 5 shows the performance of different approaches on both
seen and unseen attribute-object pairs. Our approach shows sig-
nificant improvement over the Softmax Product baseline. This is
especially prominent in the unseen case, where mAP improvement
is +4.0 and +3.9 on IG-504-144 and IG-8k-1k, respectively. Addition-
ally, as we increase the data scale, the gap between seen and unseen
setup reduces significantly from 8.1 mAP (19.3 (S), 11.2 (U)) to 0.9
mAP (29.7 (S), 28.8 (U)). In contrast, note that the gap is 2.7 mAP
for Softmax Product baseline compared to 0.9 with our approach
for IG-8k-1k dataset. Finally, directly training linear classifiers on
compositions (Composition FC) is just slightly better (+0.3 mAP)
than our approach. This additionally amplifies the benefit of using
composition network, which also generalizes to attribute-object
pairs with no training data.
Marketplace Datasets. Similar observations are made when eval-
uating pipeline on our internal Marketplace dataset, see Table 6.
We see significant improvements in both seen and unseen scenar-
ios. This indicates the consistency of our evaluation and results
between the weakly-supervised and fully-supervised settings.
Effect of Number of Training Epochs. Figure 5 shows the re-
sults on seen and unseen compositions as we increase the number

Table 6: Performance evaluation of the entire framework
(object, attribute, and, composition head) on Marketplace
dataset. Performance is reported as precision@1 for objects,
mAP for attributes, and, mAP averaged over seen (S) and un-
seen (U) composition splits.

Method Object Attribute Compositions
seen unseen

Softmax Prod. 95.9 55.1 47.5 41.9
CompNet 96.0 56.4 50.1 46.9
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Figure 5: Evaluating overfitting to seen compositions on In-
stagram datasets for varying lengths of the training.

of training epochs for IG-8k-1k dataset. Note that, the plots do
not present one training run evaluated at different stages of train-
ing. Rather, learning rate decay schedule is completed in full for
each point on the plot. We observe that Softmax Product saturates
or starts overfitting to seen compositions very early, i.e., after 20
epochs. On the other hand, our pipeline continues improving un-
seen categories for a longer number of epochs, which in turn helps
tighten the gap between seen and unseen performance.

4.4 Qualitative results
We extract predictions on the YFCC100m dataset [54] due to large
number of images and a high variation of fine-grained classes, and
because we cannot show images from Instagram or Marketplace.
YFCC100m does not have composition annotations, so we randomly
picked 50 unseen compositions and inspected image shortlist with
highest composition prediction scores. We compare our CompNet
method with Softmax Product baseline, both trained on IG-8k-1k,
and did not find any composition in which Softmax Product per-
formed better. Few example compositions are depicted in Figure 6.

5 DEPLOYMENT
CompNet hasn’t been deployed at Facebook yet, but we have identi-
fied the first few large scale use-cases within Facebook Marketplace
and have run experiments on the Marketplace data to verify the
effectiveness of this approach for applications in Commerce.

5.1 Sample Use Cases
Marketplace Attributes Filters. Users on Marketplace have ac-
cess to filters which enable them to search items for the presence of
a specific attribute within a category page. For instance, searching
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Figure 6: Qualitative comparison between our proposed
CompNet (upper row) and Softmax Product (lower row) on
unseen compositions from images of YFCC100m. Every 10𝑡ℎ
ranked image is shown to capture a larger ranking.

for products with the red color within the Women’s Dresses cate-
gory. A major limitation to the currently deployed system is that
the model predicts category specific attributes (red dress, peplum
sweater, etc), each being learnt as a linear classifier, thus restricting
the attributes to certain handpicked categories. So, adding a new
category requires getting annotations for each applicable attribute.
With CompNet, we can extend the set of categories to thousands
without requiring new annotations because the attributes head
is category agnostic. Hence, at inference time we could compose
new attributes for unseen categories for free. This will enable us in
increasing the coverage of attributes over the total inventory and
adding new attributes filters which were not possible before.

Marketplace Browse Feed Ranking. Browse Feed Ranking is a
system that ranks the products on the homepage for all Marketplace
users. The current ranking system uses a variety of features from
multiple sources (user, image, and text). Our hypothesis is that
having features related to fine-grained attributes on an image will
help rank products better for every individual user. However, with
handpicked categories, coverage is again an issue. With CompNet,
we will be able to predict attributes over multiple categories (seen
and unseen), thus improving the overall coverage, which might lead
to downstream gains in ranking.

5.2 Deployment Challenges & Plan
There are some challenges in deploying the CompNet system in
production from a compute and storage point of view. We decide
not to use the MLP during inference and directly deploy the linear
compositional classifiers so that the inference system is agnostic to
the type of head used to construct the classifiers and simplify future
upgrades. Assuming that CompNet predicts 1000 categories and
1000 attributes during inference, we have around 1M classifiers for
the compositions. But, we do not need to deploy all 1M classifiers
as from our past knowledge, we know that some attributes never
occur with some categories (e.g. neckline attributes never occur
with Home & Garden categories). So, we can significantly reduce
the number of classifiers that we need to store at all times (in the
order of few hundred of thousands or potentially even less). Hence,
based on the inference strategy mentioned in Section 3.4, we load
the top 𝑘𝑎 × 𝑘𝑜 classifiers out of the few hundreds of thousands
deployed classifiers and compute scores.

After CompNet predictions are available during inference, we’ll
store the outputs in a distributed key-value store, which would be
consumed by multiple product groups. We go a step further and
store only the top few (~100) compositional scores instead of 𝑘𝑎×𝑘𝑜
in permanent storage for consumption.

6 CONCLUSION AND FUTUREWORK
In this work we explored a framework for joint attribute-object com-
position classification, learned from a large-scaleweakly-supervised
dataset, combining 8k objects and 1k attributes. Carefully designed
loss functions enable us to handle noisy labels and generalize to
compositions not present in the training data. Extensive evaluations
show the benefits of using such an approach compared to a late
fusion of individual attribute and object predictions.

There are few challenges we leave for future research. Namely,
for a given image, training compositions are selected as every pair-
wise combination of attribute and object hashtags. When there is
more than one attribute and/or more than one object, combining
all of them will likely add noise. We plan on exploring weak lo-
calization techniques to alleviate this problem. Additionally, some
attributes commonly occur with a specific object, and sparsely with
others. For example, #striped always occurs with #zebra, and
sparsely with #shirt, #wall, #couch, thus being biased towards a
specific object category. We have not quantified such bias, but are
planning to do so in an attempt to develop methods that reduce it.
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